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Abstract
This abstracts presents MBOX, a scalable and lightweight system that integrates data collection, data
analysis and instructive feedback to evaluate participants’ engagement levels of learning activities.
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1. Introduction

Conversation, defined as the communication between two or more people, is an indispensable
part of interpersonal communication and teamwork in our daily lives. People can exchange
their thoughts and ideas during conversations by hearing each other while observing body
language. As conversations usually accompany human activities, it is plausible and meaningful
to evaluate the activity’s effectiveness by analysing the conversations. Through Multimodal
Learning Analytics (MMLA) we can provide opportunities for understanding and supporting
collaborative problem-solving. In the following abstract, we focus on capturing a conversation
focusing on speaker diarization and patterns of conversation.

We are interested in creating a scalable and lightweight system that integrates data collection,
data analysis and instructive feedback to evaluate participants’ engagement levels of learning
activities. This prototype concentrates on the data pipeline’s feature extractor, which accepts
audio data collected from sensors and outputs several conversational characteristics in segments.
This project concentrates on the data pipeline’s feature extractor, which accepts audio data
collected from sensors and outputs several conversational characteristics in segments. The audio
analysis is part of the larger MBOX (Multimodal Box) which aims to connect to different smart
learning environments (SCARLETT) and enables a better scaling of computational resources
used within the learning context [1, 2]
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2. Background

Over the past years, several studies have investigated how sensor-based analytics can be
used to identify patterns of speech in the classrooms [3, 4, 5] on teacher discourse in the
classroom. Recent work also illustrates the benefits of acoustic models and machine learning [6]
to analyse teaching practices with mobile devices. In addition, different approaches for speaker
identification and conversational pattern recognition have provided approaches that can be
scaled to smaller computer devices allowing for the possibility of developing and deploying the
MBOX system [7].

3. Scenario

The proposed scenario is a collaborative activity between 3-4 students to solve an open-ended
design activity. The task is to design and program a robotic arm to respond to a different input.
The students need to design and assemble the robot, program the appropriate behaviour, and
create a shared document that is guided by inquiry-based activities. We use the Scarlett system
to provide the learning activity and the MBOX system to capture and process the audio add the
context for capturing the learning environment.

4. Challenges

The major challenges for the MBOX audio analysis is several-fold, first the design of the scenario
that allows the system to capture the training data of the students, second the the environment,
how will such systems function in real-world environments with multiple teams of students
working in the same room, thirdly the design of the data pipeline and performance of the models,
and lastly the integration into the SCARLETT system. However, the more significant, more
relevant issue is the perceived benefits to the learners and teachers for such tools and how to
improve educational activities without reducing them to performance data.
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